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Deep learning methods have shown great potency on image
classification tasks. However, few works focus on detailed
classification of flowers. In this work, we construct our own
flower dataset, using machine learning methods to perform
feature visualization, and apply deep learning algorithms to
make the classification.
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• Some deep learning algorithms [1] have achieved great
performance on datasets like Imagenet [2]. However, few
works have explored detailed classification within one class,
for example, flowers.

• The accurate classification of flowers is meaningful since it
can assist botanists with their research, and can also help
normal people to identify unfamiliar flowers.

• Different species of flowers are visually alike, therefore, it is
hard for human eyes to recognize them. In contrast, deep
learning algorithms such as neural networks are able to
capture the feature of flowers more precisely.

• We first use a flower dataset collected by ourselves.
• We then use traditional machine learning methods like t-

Distributed Stochastic Neighbor Embedding (tSNE), Principal
Component Analysis (PCA) and Isometric Mapping (ISOMAP)
for visualization of the data.

• We finally respectively perform unsupervised learning,
supervised learning and deep learning methods for
classification.

Methods
A. Dataset
We collect our flower dataset in the campus of Tsinghua
University. The dataset consists of 8 species of flower: Lilac,
Amygdalus, Cerasus Serrulata, Bauhinia, Chrysanthemoides,
Cerasus Glandulosa, Orychophragmus and Peony.

B. Visualization
To better understand the difference of features between
different species of flowers, we performed tSNE, PCA and
ISOMAP operation on the dataset to obtain its feature
visualization.

C. Classification
• We perform unsupervised learning algorithms like k-means,

hierarchical clustering and consensus clustering.
• We perform supervised machine learning algorithms like

Support Vector Machine (SVM).
• We perform deep learning methods like DenseNet [1] .
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Results
A. Unsupervised learning methods
We use normalized mutual information (NMI) to evaluate
clustering results. It turns out that NMI scores are all low
which means clustering methods are not proper for the
classification.

B. Supervised learning and deep learning methods
• For supervised learning methods, we use SVM with

different kernel including RBF, linear, poly and sigmoid.
• For deep learning methods, we use DenseNet with Adam

optimizer, learning rate of 1e-4 and batchsize of 256. It
turns out that deep learning method performs the best.

k-means hierarchical 
clustering 

consensus 
clustering

NMI score 0.1184 0.1510 0.1486/0.0923

SVM
(RBF)

SVM
(Linear)

SVM
(Poly)

SVM
(Sigmoid)

DenseNet

Accuracy 0.5375 0.4625 0.4813 0.4863 0.9320

Conclusions
• We collect a real world flower dataset of Tsinghua

University by ourselves.
• We use traditional machine learning methods like tSNE, PCA

and ISOMAP for visualization.
• We compare the classification performance of unsupervised

learning, supervised learning and deep learning methods.
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