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Background & Motivation
• Keep track of the latest advances 

is becoming more difficult and 
time-consuming.

• Information overload problem 
can be greatly alleviated by 
generating succinct and 
comprehensive summary.

Method

Challenges
• Scientific papers contain complex concepts,

technical terms, and abbreviations.
• There exist intricate relationships between papers

in Multi-Document Summarization task, such as
sequential, complementary and contradictory.

Purpose
• Produce coherent and concise summaries for

clusters of topic-relevant scientific papers.
• It is better to have hierarchical and explainable

result.
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Basic Idea
1) Extract entities and relations from papers and build KG. 
2) Score entities and generate hierarchical graphs. 
3) Use hierarchical KG to guide the summary generation.

Inspired by TF-IDF and PCA, we rank the entities iteratively by:

Dataset[1]

Evaluation metric
ROUGE-1/ROUGE-2 refers to the overlap of
unigram/bigrams between the system and
reference summaries.

Comparison[2]

The overall framework of our proposed model

• A KG-based model is proposed which could produce 
hierarchical and coherent summary.

• Our method is  competitive and promising compared 
to other abstractive and extractive models.

Limitation & future work
• Due to the limited time, the readability of the result 

still need to be improved.
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