Studying the effect of training noise on tail behavior of weights and generalization in neural networks
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* Find that Gaussian noise improves model generalization, DEPTH WIDTH RATE BATCH SIZE P
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Figure 2. Alpha of the weights between the first and second hidden layers
with different alpha of noise.
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|t is still an open question as to how noise affects the
training results of a model and what level of noise is
beneficial for model training.
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 Most relevant experiments have focused on Gaussian noise,
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but in real life, alpha-stable noise is widely available. | | o
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Figure 3. Train accuracy and test accuracy with different alpha of noise.
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